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We will discuss a quite general class of semiparametric transformation models. Let
(T, Z) be a random vector with Z having a distribution on some measurable space and
with p0(t; z, θ) , θ ∈ Θ ⊂ Rd , the conditional density of T at t given Z = z with respect
to Lebesgue measure on (R,B). We observe i.i.d. copies of (Y, Z) with ψ(Y ) = T ,
where ψ : R → R is an unknown transformation. If ψ is absolutely continuous with
respect to Lebesgue measure with derivative ψ′ ≥ 0 , then the conditional density
p(y; z, θ, ψ) of Y given Z = z becomes

p(y; z, θ, ψ) = p0 (ψ(y); z, θ)ψ′(y) .

Note that, for

ψ(y) = Λ(y) =

∫ y

0

λ(x)dx , y ≥ 0 ,

and
p0(t; z, θ) = eθz exp{−eθzt}1(0,∞)(t) , d = 1 , z ∈ R ,

this model leads to

p(y; z, θ,Λ) = eθzλ(y) exp
{
−eθzΛ(y)

}
, y ≥ 0 .

This is the density of the Cox proportional hazards model with regression parameter θ
and baseline hazard rate λ. Since the parameter λ varies over a function space, this is
called a semiparametric model. Another important model that fits into this framework
is a semiparametric generalization of the Box-Cox model with p0(t; z, θ) = ϕ(t− θz) ,
where ϕ is the standard normal density. So, if ε has a standard normal distribution
we observe i.i.d. copies of (Y, Z) , where ψ(Y ) = T = θZ + ε holds with θ and ψ
unknown.

In this lecture we will study efficient estimation of the parameter of interest θ
in the introduced general transformation model, thus illustrating some fundamental
issues in semiparametric statistics.
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